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Annotation: Today, text processing and analysis tasks are crucial in developing the NLP
field. Most of the tasks in this field, like text generation, sentiment analysis, and machine
translation, require many language resources. While multi-resource languages, such as English,
German, French, Chinese, and others, benefit from large, diverse corpora that facilitate the
development of robust language models, low-resource languages face significant challenges
related to data scarcity. This paper focuses on the lack of resources for the Kazakh language, which
is one of the languages in the Turkic group, for high-quality model training in various NLP tasks.
In order to increase the size of the available corpora, the research proposes the approach of parsing
the Adilet legislative website, which includes a very large collection of well-structured and error-
free texts. The dataset was gathered in two phases. In the first step, the links to the Adilet website
were collected using the Content Downloader program. Then, the parser based on the Selenium
WebDriver was utilized to extract data and form a dataset with the title, the date of the law article,
its text, and a URL link. The total corpora included 9575 texts.
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AnHoranusi: Ha ceronssmuuii AeHb 3aaun oOpaOOTKM W aHaM3a TEKCTa HMEIOT
pemaroiiee 3HaueHue B pa3Butuu NLP o6nactu. bonsmmHCTBO 3a71a4 B 9TO# 007aCTH, TaKKE KaK
reHepanus TeKCTa, aHaJIl3 HaCTPOEHUI U MalIMHHBIN [1epeBO/l, TPEOYIOT OOJIBIIOr0 KOJIMYECTBA
A3BIKOBBIX pecypcoB. B TO BpeMsi Kak MHOTOPECYpPCHBIE S$I3bIKM, TaKM€ KakK aHIJIMHCKHM,
HeMeIKUH, (paHIly3CKUM, KUTACKUI U Jpyrue, MoixydaroT pa3BUTHE Onaronapsi OONbIIMM U
pa3sHOOOpa3HBIM KOpITycaM, KOTOpPbIe CLIOCOOCTBYIOT pa3paboTKe HaAeKHBIX S3bIKOBBIX MOJIENel,
MaJIOpECYPCHBIE SI3bIKM CTAJKUBAIOTCS C CEPhE3HBIMU MPOOJIEMaMH, CBSI3aHHBIMU C HEXBATKOM
JaHHBIX. B TaHHOM cTaThbe OCHOBHOE BHUMAHHUE YAEISAETCS HEXBATKE PECYPCOB Ka3aXCKOTI'O A3bIKa,
KOTOPBIH ABISETCS OJTHUM U3 SI3bIKOB TIOPKCKOM TPYIIIbI, /Ul KAYeCTBEHHOTO 00y4eHUs Moiesen
paznnunbix NLP 3amau. [Ins yBenuyenust pa3mepa JOCTYIHBIX KOPIIyCOB B HCCIIEJOBaHUH
MpeIaraeTcs MOIX0/T K aHaJIU3y 3aKOHOJATEIBHOTO caiiTa AUIIET, KOTOPBIA BKIIFOYAET B ce0s
OUY€Hb OOJIBIIYIO KOJUIEKIIMIO XOPOUIO CTPYKTYPUPOBAHHBIX M HE COAEPIKAIIUX OUTMOKH TEKCTOB.
W3 mannOoTO Ccaiita matacet opMupoBaiics B J1Ba 3Tama. Ha mepBoM sTarne cChUIKU caidTa ATuieT
ObuH cobpanbl ¢ momolisio nporpammsl Content Downloader. 3atem nmapcep Ha 6a3e Selenium
WebDriver ObUT HCIONB30BaH ISl M3BJICYEHHS JaHHBIX W (OPMHpPOBAHHUS JaraceTa,

RAQAMLI TEXNOLOGIYALAR VA A |
SUN'IY INTELLEKTNI RIVOILANTIRISH
ILMIY-TADQIQOT INSTITUTI /\



https://www.myscience.uz/index.php/linguistics

MY - International scientific-practical conference: Vol.2 / No. 22.04(2024).

SC'ENCE =- («CONTEMPORARY TECHNOLOGIES OF COMPUTATIONAL LINGUISTICS - CTCL.2024».
ety trsieyorre Proceedings homepage: htips://www.myscience.uz/index.php/linguistics

BKJIFOYAIOIIETO 3arojioBOK, Aary cratbu, ee TekcT 1 URL anpec. Becero kopmyc Bkitouan 9575
TEKCTOB.

KiroueBble ¢JI0Ba: ApCHHT JIAHHBIX, TPE00pab0TKa TaHHBIX, MAIOPECYPCHBIC S3BIKH,
Selenium WebDriver, BeO-caliT AquieT, Ka3axCKUH S3bIK.

Introduction

Currently, text data processing tasks play a significant role. The rapid development of
machine learning [Mokhamed, 2024; 2] and large language models [Choi, 2024; 3] requires an
increasing volume of corpora for text generation tasks [Jaesub, 2024; 5], sentiment analysis
[Karyukin, 2022; 20], machine translation [Guo, 2023; 6], development of question-answer
systems [Xu, 2024; 7] and other areas of data analysis. All these tasks require a large amount of
language resources [Zhong, 2024; 10]. Multi-resource languages such as English, German, French,
Spanish, Portuguese, and Chinese have extensive collections of text data, including scientific
articles [Dagdelen, 2024; 7], news resources [Abd ElI-Mageed, 2024; 11], web pages [Modi, 2022;
15], literary works, and much more. Large corpora allow you to train more powerful and accurate
language models. A wide range of available data allows developers to create custom NLP tools
for various systems, including personalized recommendation and question-answer systems. For
low-resource languages, this situation changes significantly and requires a serious challenge.
Without enough data, machine learning algorithms cannot learn effectively, which hinders the
creation of high-quality models for machine translation, sentiment analysis, speech recognition,
and question-answering systems. This problem is especially relevant for systems processing the
Kazakh language. There is a great lack of quality resources for the Kazakh language. The texts are
only in Kazakh, Russian, and English on some sites. Such sites include the KazNU website
(http://www.kaznu.kz), the Bolashak International Scholarship (http://www.bolashak.gov.kz), the
Eurasian National University (http://www.enu.kz), Kazakhstan Post (http://www.kazpost.kz ),
news portals (http://inform.kz, http://tengrinews.kz ) and others. In the work [Karyukin, 2023; 3],
multilingual corpora from these sources were used to prepare a Kazakh-English machine
translation system. This paper presents an expansion of the Kazakh language corpus by parsing
the legislative website https://adilet.zan.kz/kaz/. This website contains a large number of laws of
the Republic of Kazakhstan. The texts are of a formal business nature, are grammatically correct
in structure, do not contain errors, and include many sections, such as Constitution, Constitutional
law, Code, Law, Order, Decree, Agreement, Amendments, Article, Article of agreement, Changes,
Charter, Classification, Concept, Conclusion, Conditions, Convention, Methods, Norms, etc.

Related works

In the field of data analytics, many works explore various aspects of data processing. The
work [Wei, 2024; 5] analyzes the sentiment of comments in social networks of 22 different
domains. The dataset includes more than 200 thousand reviews in Chinese. In the article [Afli,
2016; 10], the construction of statistical machine translation systems, which is demanding
regarding the volume of corpora, is being studied. To train the system, texts in the source and
target languages are used, obtained from Euronews websites and TED. The model’s performance
was assessed by analyzing the English-French translation, which showed significant
improvements compared to the baseline. Multiclass classification of dialogue texts from the game
Fallout labeled by emotional categories New Vegas presented in an article [Hiamaldinen, 2022; 2].
Here, the texts are presented in 5 languages: English, Spanish, German, French, and Italian. During
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the experiments, classification accuracy values of 54%-55% were obtained for these corpora using
multilingual pre-trained BERT and XLMRoBERTa models.

A number of scientific articles also represent research on low-resource languages. The work
[Allaberdiev, 2024; 3] presents the creation of a Uzbek-Kazakh corpus for machine translation.
This corpus was created in several stages: at the first stage, corpora in Uzbek were collected from
publicly available resources (books, websites), then the corpora were translated into Kazakh by a
group of experts, and at the next stage, texts in two languages were combined into a parallel corpus.
In work [Shymbayev, 2023; 3], a study of an extractive question-answer system using the BERT
model is presented for the Kazakh language. Since the development of such a system requires tens
of thousands of question-answer pairs, to solve this problem, a machine translation of the Stanford
corpus was performed using Google Translate API. In the article [Tolegen, 2024; 4], an empirical
study is presented that evaluates text generation models for the resource-poor and morphologically
complex Kazakh language. This work trained a large transformer-based language model using a
large text corpus of the Kazakh language from different areas. The second dataset contained
question-answer problems in Kazakh and Russian languages.

Methodology

A Python web parser was developed to collect Kazakh legislative texts corpora. The first
step was to collect links from Adilet (https://adilet.zan.kz/kaz/), the legislative website of the
Republic of Kazakhstan. In order to implement this, we used the Content Downloader program.
This program was designed to collect links and content from various websites. It is required to set
the URL address of the website, the number of threads that determine the speed of data collection,
and filtering parameters to gather links. The URL parameters were specified in the filtering
window addresses, which must have indicated that a search was done for links to documents in the
Kazakh language — kaz/docs/. Also excluded from the sample were links that did not contain
documents, such as search/, docs/search, index/docs.

The window for collecting links and filtering in the Content Downloader program is
presented in Fig. 1 and 2.
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Figure 1 — The program windows of link collection
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Figure 2 — The program windows of link filtering

Obtained using the Content Downloader program, links were saved in corresponding files.
Next, the parser script adds the links extracted from the files to the list. The Selenium WebDriver
was used to extract the content of web pages. This tool interacts with the browser at a lower level
and uses browser-specific drivers that access it directly. This web driver receives information
about the state of the web page and checks the presence of certain elements in it, their properties,
and content. Thus, it is very effective for extracting data from web pages.

Results

The parser based on the Selenium WebDriver was utilized to extract the title, the date of
the law article, and its text. This data, along with the URL address, was saved in JSON files. Then,
the data was read from all JSON files, combined into one dataset, and saved in a CSV file. As a
result, the dataset consisting of 9575 texts was obtained. It is shown in Fig. 3.

header date text source
0 BeTepuHapuansik 6aksinaysa (kagaranayra) 2019 - 24 2014 xbinFol 29 Mambipaafsl Eypasnansik https://adilet.zan.kz/kaz/docs/
XaTtatbiH... XKeNToKcaH 3KOHOMMKaNb... H19EK000237
1 Eypasunsanblk 3KOHOMMKaNbIK OAAKTbIH KEAEHAIK 2019 - 24 CaHWTapuUANbIK, BETEPUHAPVANBIK-CAaHUTAPMANBIK https://adilet.zan.kz/kaz/docs/
ayMaf.. XKenToKcaH XKOHE... H19EK000238
2 [llapinik npenapaTTbi{ canacbl 60MbIHIWA 2018 - 7 keipkyFiex 2014 xbinfol 29 Mambipaafbl Eypasnansik https://adilet.zan.kz/kaz/docs/
HOPMaTUBTIK... 3KOHOMMKaJIb... H18EK000151
R " E 2014 xbinfol 29 Mamblpaafbl Eypasusansik https://adilet.zan.kz/kaz/docs/
3 [apinik 3aTTapabl CblHaKTaH OTKi3yAiH aHanMTuKan... 2018 - 17 winge Lot H18EK000113
& OciMAIKTEH anbiHaTbiH A3pifiK NpenapaTrapasii 2018 - 10 Mamsi Eypasusanbik 3KOHOMMKanbIK KOMUCCHA AnKacsl https://adilet.zan kz/kaz/docs/
can.. P Eypasi.. H18RK000006
KasakcraH Pecny6aukacbiHbiH Ker6ip 3aHHaManblk r » e w . ’ https://adilet.zan.kz/kaz/docs/
9570 s 2017 - 3 winge PKAO-HbIH eckepTnecilKonaaHbicka eHrisiny TapTib, 71700000086
KasakcraH Pecny6amnkacbiHbiH Kerbip 3aHHaManblk 2021-3 1-6an. KazakcraH Pecny6ankacbiHbIH MbiHa https://adilet.zan.kz/kaz/docs/

9571
aK... KaHTapaafbl 3aHHaman... 72100000406
KasakctaH Pecny6amnkachiHbIH KeM6ip 3aHHaManbIk, . 1-6an. KasakctaH Pecny6amnkacbiHbIH MblHa https://adilet.zan.kz/kaz/docs/
9572 a. 2016:0.coHip 3aHHaMan 71600000481
9573 DAinet opraHaapsl Typansi 2002 - 18 HaypbI3 EckepTy. Opbic TiniHAEr MSTIHIE ©3repic eHrisi... bttps//adiletzankz/kaz/docs
Z020000304_
©36ekcTaH PecnybankacbiHbiH Eypasuansik - https://adilet.zan.kz/kaz/docs/

2 Pl - ! i

9574 . — 2006 - 4 winge KAO-HbIH eckepTneci!KeniciM KONAaHbICbIH TOKTATT. 7060000152

9575 rows x 4 columns

Figure 3 — The dataset obtained with the use of the parser
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Conclusion

This paper presents a study on creating text corpora for the low-resource Kazakh language,
which is important for tasks in the field of NLP, such as machine translation, question-answer
systems, text generation, etc. The main source of resources for quality texts in the Kazakh language
was the legislative website Adilet, which is characterized by a high level of structure and
grammatical correctness of the texts. An automated parsing script was used to obtain texts from
this site, significantly simplifying and speeding up the process of collecting text data while
maintaining high-quality information. The list of site links was generated with the use of the
Content Downloader program, which returned a list of URLS for a given site. When setting up the
program, the number of threads that determine the speed of data collection and filtering parameters
was also set. The resulting links are added to the list and used in the parser program, where
Selenium WebDriver is used to extract the content of web pages. During the experiment, a corpus
was obtained that included 9575 legislative texts. In the future, the resulting corpus will be used
to create a model of a question-answer system for the Kazakh language. It is also important to
continue developing parsing methods to improve the accuracy and efficiency of data extraction,
which will significantly contribute to the development of digital technologies in Kazakhstan.
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