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Abstract: The article provides an overview of the main mathematical models in machine 

learning methods, such as linear regression, logistic regression, decision trees, support vector 

machine (SVM) and neural networks. The study highlights the importance of mathematical 

modeling for the development and application of machine learning algorithms and offers new 

perspectives in the field. 
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Machine learning algorithms play an important role in the development of artificial 

intelligence and are widely used in many fields. In this article we will look at the main methods of 

machine learning and the application of machine learning models in new areas [Abdurakhmonova, 

N.2021,2022]. 

Linear regression is one of the basic machine learning methods for regression analysis 

when you want to predict a continuous dependent variable based on one or more independent 

variables. The mathematical model of linear regression is a linear equation that determines the 

relationship between independent and dependent variables. In general, the linear regression 

equation can be written as: 

                      𝑦 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2+. . . +𝛽𝑟𝑥𝑟 + 𝜀       (1) 

where y is the dependent variable, x₁, x₂, ..., xᵣ are independent variables, β₀, β₁, β₂, . .., βᵣ - model 

coefficients, ε - random error. The purpose of linear regression is to find the optimal coefficients 

β₀, β₁, β₂, . .., βᵣ, which minimize the sum of squared errors (the sum of squared differences between 

the predicted and actual values). To find coefficients, the least squares method (OLS) or its 

variations are often used. 

Logistic regression is a classification algorithm used to solve binary classification problems 

(where data needs to be divided into two classes). It can also be generalized to a multi-class 

classification. The logistic regression mathematical model uses the logistic function (also known 

as the sigmoid) to predict the probability of membership in a particular class. For binary 

classification, the logistic regression equation can be written as: 
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𝑃(𝑦 = 1|𝑥) = 1/(1 + exp(−(𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 +⋯ + 𝛽𝑟𝑥𝑟))) (2) 

 

where P(y=1|x) is the probability of belonging to class 1 for given values of the independent 

variables, exp is the exponential function. The goal of logistic regression is to find the optimal 

coefficients β₀, β₁, β₂, . .., βᵣ, which maximize the likelihood of the data or minimize a loss function, 

such as a logarithmic loss function. 

Support Vector Machines (SVM) Support Vector Machines (SVM) is a powerful machine 

learning algorithm used for classification and regression problems. It is based on finding an 

optimal hyperplane that maximally separates data from different classes in the feature space 

[Abdurakhmonova, N.2021,2022]. The SVM mathematical model defines a separating hyperplane 

as a linear combination of support vectors. For linearly separable data, the SVM mathematical 

model can be written as: 

                             𝑦(𝑥) = 𝑤 ∗ 𝑥 + 𝑏                                     (3) 

 where y(x) is the predicted class, w is the vector of weights, x is the vector of features, b is the 

bias (free term). In the case of nonlinear data, SVM can use kernel functions to project the data 

into higher dimensions where it becomes linearly separable. 

Development of new methods - mathematical modeling stimulates the development of new 

methods and approaches in the field of machine learning. It allows us to explore new mathematical 

concepts, develop more efficient algorithms, and explore the principles behind deep learning, 

recurrent neural networks, generative models, and other advanced techniques. In general, 

mathematical modeling plays a central role in the development and application of machine learning 

algorithms. It allows us to understand, optimize, generalize and manage the complexity of 

algorithms, and stimulates the development of new methods. Thanks to mathematical models, we 

can extend the power of machine learning and apply it to various fields, from data science to 

medicine, finance, robotics and many more. 
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