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Annotation: Today, text processing and analysis tasks are crucial in developing the NLP 

field. Most of the tasks in this field, like text generation, sentiment analysis, and machine 

translation, require many language resources. While multi-resource languages, such as English, 

German, French, Chinese, and others, benefit from large, diverse corpora that facilitate the 

development of robust language models, low-resource languages face significant challenges 

related to data scarcity. This paper focuses on the lack of resources for the Kazakh language, which 

is one of the languages in the Turkic group, for high-quality model training in various NLP tasks. 

In order to increase the size of the available corpora, the research proposes the approach of parsing 

the Adilet legislative website, which includes a very large collection of well-structured and error-

free texts. The dataset was gathered in two phases. In the first step, the links to the Adilet website 

were collected using the Content Downloader program. Then, the parser based on the Selenium 

WebDriver was utilized to extract data and form a dataset with the title, the date of the law article, 

its text, and a URL link. The total corpora included 9575 texts. 

Keywords: data parsing, text processing, low-resource languages, Selenium WebDriver, 

Adilet website, Kazakh. 

 

Аннотация: На сегодняшний день задачи обработки и анализа текста имеют 

решающее значение в развитии NLP области. Большинство задач в этой области, такие как 

генерация текста, анализ настроений и машинный перевод, требуют большого количества 

языковых ресурсов. В то время как многоресурсные языки, такие как английский, 

немецкий, французский, китайский и другие, получают развитие благодаря большим и 

разнообразным корпусам, которые способствуют разработке надежных языковых моделей, 

малоресурсные языки сталкиваются с серьезными проблемами, связанными с нехваткой 

данных. В данной статье основное внимание уделяется нехватке ресурсов казахского языка, 

который является одним из языков тюркской группы, для качественного обучения моделей 

различных NLP задач. Для увеличения размера доступных корпусов в исследовании 

предлагается подход к анализу законодательного сайта Адилет, который включает в себя 

очень большую коллекцию хорошо структурированных и не содержащих ошибки текстов. 

Из данного сайта датасет формировался в два этапа. На первом этапе ссылки сайта Адилет 

были собраны с помощью программы Content Downloader. Затем парсер на базе Selenium 

WebDriver был использован для извлечения данных и формирования датасета, 

https://www.myscience.uz/index.php/linguistics


International scientific-practical conference: Vol.2 / No. 22.04(2024).  

«CONTEMPORARY TECHNOLOGIES OF COMPUTATIONAL LINGUISTICS - CTCL.2024». 

Proceedings homepage: https://www.myscience.uz/index.php/linguistics  

   261 | 

 

включающего заголовок, дату статьи, ее текст и URL адрес. Всего корпус включал 9575 

текстов. 

Ключевые слова: парсинг данных, предобработка данных, малоресурсные языки, 

Selenium WebDriver, веб-сайт Адилет, казахский язык. 

 

Introduction 

Currently, text data processing tasks play a significant role. The rapid development of 

machine learning [Mokhamed, 2024; 2] and large language models [Choi, 2024; 3] requires an 

increasing volume of corpora for text generation tasks [Jaesub, 2024; 5], sentiment analysis 

[Karyukin, 2022; 20], machine translation [Guo, 2023; 6], development of question-answer 

systems [Xu, 2024; 7] and other areas of data analysis. All these tasks require a large amount of 

language resources [Zhong, 2024; 10]. Multi-resource languages such as English, German, French, 

Spanish, Portuguese, and Chinese have extensive collections of text data, including scientific 

articles [Dagdelen, 2024; 7], news resources [Abd El-Mageed, 2024; 11], web pages [Modi, 2022; 

15], literary works, and much more. Large corpora allow you to train more powerful and accurate 

language models. A wide range of available data allows developers to create custom NLP tools 

for various systems, including personalized recommendation and question-answer systems. For 

low-resource languages, this situation changes significantly and requires a serious challenge. 

Without enough data, machine learning algorithms cannot learn effectively, which hinders the 

creation of high-quality models for machine translation, sentiment analysis, speech recognition, 

and question-answering systems. This problem is especially relevant for systems processing the 

Kazakh language. There is a great lack of quality resources for the Kazakh language. The texts are 

only in Kazakh, Russian, and English on some sites. Such sites include the KazNU website 

(http://www.kaznu.kz), the Bolashak International Scholarship (http://www.bolashak.gov.kz), the 

Eurasian National University (http://www.enu.kz), Kazakhstan Post (http://www.kazpost.kz ), 

news portals (http://inform.kz, http://tengrinews.kz ) and others. In the work  [Karyukin, 2023; 3], 

multilingual corpora from these sources were used to prepare a Kazakh-English machine 

translation system. This paper presents an expansion of the Kazakh language corpus by parsing 

the legislative website https://adilet.zan.kz/kaz/. This website contains a large number of laws of 

the Republic of Kazakhstan. The texts are of a formal business nature, are grammatically correct 

in structure, do not contain errors, and include many sections, such as Constitution, Constitutional 

law, Code, Law, Order, Decree, Agreement, Amendments, Article, Article of agreement, Changes, 

Charter, Classification, Concept, Conclusion, Conditions, Convention, Methods, Norms, etc. 

Related works 

In the field of data analytics, many works explore various aspects of data processing. The 

work [Wei, 2024; 5] analyzes the sentiment of comments in social networks of 22 different 

domains. The dataset includes more than 200 thousand reviews in Chinese. In the article [Afli, 

2016; 10], the construction of statistical machine translation systems, which is demanding 

regarding the volume of corpora, is being studied. To train the system, texts in the source and 

target languages are used, obtained from Euronews websites and TED. The model’s performance 

was assessed by analyzing the English-French translation, which showed significant 

improvements compared to the baseline. Multiclass classification of dialogue texts from the game 

Fallout labeled by emotional categories New Vegas presented in an article [Hämäläinen, 2022; 2]. 

Here, the texts are presented in 5 languages: English, Spanish, German, French, and Italian. During 
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the experiments, classification accuracy values of 54%-55% were obtained for these corpora using 

multilingual pre-trained BERT and XLMRoBERTa models. 

A number of scientific articles also represent research on low-resource languages. The work 

[Allaberdiev, 2024; 3] presents the creation of a Uzbek-Kazakh corpus for machine translation. 

This corpus was created in several stages: at the first stage, corpora in Uzbek were collected from 

publicly available resources (books, websites), then the corpora were translated into Kazakh by a 

group of experts, and at the next stage, texts in two languages were combined into a parallel corpus. 

In work [Shymbayev, 2023; 3], a study of an extractive question-answer system using the BERT 

model is presented for the Kazakh language. Since the development of such a system requires tens 

of thousands of question-answer pairs, to solve this problem, a machine translation of the Stanford 

corpus was performed using Google Translate API. In the article [Tolegen, 2024; 4], an empirical 

study is presented that evaluates text generation models for the resource-poor and morphologically 

complex Kazakh language. This work trained a large transformer-based language model using a 

large text corpus of the Kazakh language from different areas. The second dataset contained 

question-answer problems in Kazakh and Russian languages. 

Methodology 

A Python web parser was developed to collect Kazakh legislative texts corpora. The first 

step was to collect links from Adilet (https://adilet.zan.kz/kaz/), the legislative website of the 

Republic of Kazakhstan. In order to implement this, we used the Content Downloader program. 

This program was designed to collect links and content from various websites. It is required to set 

the URL address of the website, the number of threads that determine the speed of data collection, 

and filtering parameters to gather links. The URL parameters were specified in the filtering 

window addresses, which must have indicated that a search was done for links to documents in the 

Kazakh language – kaz/docs/. Also excluded from the sample were links that did not contain 

documents, such as search/, docs/search, index/docs. 

The window for collecting links and filtering in the Content Downloader program is 

presented in Fig. 1 and 2. 

 
Figure 1 – The program windows of link collection 
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Figure 2 – The program windows of link filtering 

Obtained using the Content Downloader program, links were saved in corresponding files. 

Next, the parser script adds the links extracted from the files to the list. The Selenium WebDriver 

was used to extract the content of web pages. This tool interacts with the browser at a lower level 

and uses browser-specific drivers that access it directly. This web driver receives information 

about the state of the web page and checks the presence of certain elements in it, their properties, 

and content. Thus, it is very effective for extracting data from web pages. 

Results 

The parser based on the Selenium WebDriver was utilized to extract the title, the date of 

the law article, and its text. This data, along with the URL address, was saved in JSON files. Then, 

the data was read from all JSON files, combined into one dataset, and saved in a CSV file. As a 

result, the dataset consisting of 9575 texts was obtained. It is shown in Fig. 3. 

 
Figure 3 – The dataset obtained with the use of the parser 
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Conclusion 

This paper presents a study on creating text corpora for the low-resource Kazakh language, 

which is important for tasks in the field of NLP, such as machine translation, question-answer 

systems, text generation, etc. The main source of resources for quality texts in the Kazakh language 

was the legislative website Adilet, which is characterized by a high level of structure and 

grammatical correctness of the texts. An automated parsing script was used to obtain texts from 

this site, significantly simplifying and speeding up the process of collecting text data while 

maintaining high-quality information. The list of site links was generated with the use of the 

Content Downloader program, which returned a list of URLs for a given site. When setting up the 

program, the number of threads that determine the speed of data collection and filtering parameters 

was also set. The resulting links are added to the list and used in the parser program, where 

Selenium WebDriver is used to extract the content of web pages. During the experiment, a corpus 

was obtained that included 9575 legislative texts. In the future, the resulting corpus will be used 

to create a model of a question-answer system for the Kazakh language. It is also important to 

continue developing parsing methods to improve the accuracy and efficiency of data extraction, 

which will significantly contribute to the development of digital technologies in Kazakhstan. 
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